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Abstract.  This article presentsa random-
ized algorithm for leader election which uses bi-
directionalityof anasynchronousng to forceanode
to “commit” to a coin flip by sendingit in both di-
rections. The algorithmis fault-detectingn a strong
senseit worksif andonly if thereis aconnectedeay-
mentof [n/2] + 1 non-faulty processorgn = ring-
size). Faulty processorsnay do anything to disrupt
the algorithm—een communicateoutside the ring
and cooperate. The algorithm guaranteesghat each
non-faulty processoin the segmenteitherhasprob-
ability 1/n of beingelectedleaderor will receve a
faultmessage.

1. Intr oduction and Moti vation.

Standardalgorithmsfor electingaleaderin aring
fail if one or more of the processords faulty or
“cheats, i.e., tries to alter election probabilitiesor
triesto disruptthealgorithm[Abra 89], [Itai 81]. (The
interestingarticle [Gold 87] considersonly lost mes-
sagefaults, while [Brem 89] considersgeneralsyn-
chronousnetworks of boundeddegree.) This arti-
cle studiesa coin-flipping protocolwhich detectsall
faults:

e Eachprocessoflips anunbiasectoin.

e OnlythetotalH T configuratioronthering de-
terminesthe outcome Faulty processorsannot
usedeterministicflips to changethe probabili-
tiesunlesghey have prior knowledgeof all other
flips.

*This materialis basedin part uponwork supportedby the
TexasAdvancedResearchProgram.

e Theprotocolsforceeachprocessoto “commit”
toaHor T flip beforeknowing thetotal config-
urationof flips onthering.

Oneproblemis how to getthis“commitment’to a
flip. For example,in anasynchronousni-directional
ring, a faulty processorcould accumulateeveryone
elsesflip beforechoosingits own. We canseethree
solutions:

(a) Usea bi-directionalring. After aninitial Send
in eachdirection,eachprocessoblocksuntil a
Recei ve in bothdirections. Thenthe proces-
sorforwardsbothflips.

(b) Use a bi-directionalring with an agreedupon
clockwisedirection.Eachprocessodoesanini-
tial Send in the clockwisedirection. Thenit
waits until a Recei ve from the clockwisedi-
rectionbeforea counterclockwisé&end.

(c) Use a synchronousuni-directionalring. Now
every processomust committo Send a flip,
andcannotwait to accumulatdlips.

Considerthefollowing protocol:

Informal Coin-flip Algorithm.
(1) Eachof n processordlips an unbiasedcoin
andsendsts resultaroundthering.

(2) if thenumberof headds oddthen selectH
(or selectthe subsebf thosewho flipped H)
elseselectT
(or selectthe subsebf thosewhoflippedT).




This doesan unbiasedH T coin flip, andit also
selectsasubsebf then processorsthosewhoflipped
HorthosewhoflippedT. Repeatedlghoosingsubsets
of “active” processorsvill electaleaderin O(logn)
roundswith bit compleity O(n?log n). Thusthe bit
complity is muchgreaterthan[Abra 89] or [Gold
87], but the numberof roundsandthe elapsedime is
comparable.

Now supposea processomwantsto cheat. In ap-
proach(a) above, the processocanwait for coinflips
from both sidesandthenchoosséits flip deterministi-
cally. It turnsout thatits beststratgy is to choose
theoppositeof theincomingflips if they arethesame.
By thismethodaprocessocanimproveits chance®f
electionslightly abore 1/n.

The algorithmsbelow yield probability of leader
electionexactly equalto 1/n, evenin the presencef
this kind of cheating by choosingthe subsebf those
whoflippedHwith probabilityequalto theproportion
of processordlipping H. This is accomplishedy a
sequenc®f coin flips usedto approximatea random
realnumberagreeduponby all processor# thering.

Similarremarksapplyto approachb). Approach
(c) alsosolvestheseproblemsput it hasthedisadwan-
tageof requiringsynchronougprotocolsandwill not
bediscussedurtherhere.

The algorithmsbelow tolerateup to |n/2| —1
mary faulty processorsn a connectedsegment,and
requireat least[n/2] + 1 non-faulty onesin a con-
nectedsegment. Theseboundsaretight. We assume
thefaulty processorfave arbitrarycomputingpower
and that they might cooperateby exchanginginfor-
mation over a channelseparatdrom thering. Thus
eventwo cooperatingaulty processorgould isolate
two segmentsof non-faulty processorsf lengthless
than[n /2] + 1 andsimulatethebehavior of therestof
thering to thesesegments.(Soanon-faulty processor
outsidethe mainsegmentof lengthatleast[n /2] + 1
hasno guaranteesatall.) We assumehatfaulty pro-
cessorglo not have accesdo a ring segmentof non-
faulty processorsxceptattheends.

2. Algorithm Descriptions.

Configuration. Supposeherearen processors
P;, 0 <i < n-—1,arrangedn abi-directionalasyn-

chronouging, with P; connectedo P; ; andto P; 1,
using arithmeticmod n. Assumethereare asleast
[n/2] + 1 non-faulty processorsn a connectedsey-
ment, and assumethe ring size n is known to each
processar First considerthe following basisfor our
otheralgorithms(samplecodefor this algorithmap-
pearsn anAppendix):

Basic Algorithm (B). Each processorflips a
coin, andall agreeon eachothers’results.

(1) Each P; independentlychoosesan unbiased
flip, Hor T (O or 1).

(2) EachP; sendsheflip to P;,_; andto P41 (1
bit message? bits including a possiblefault
message).

(3) Eachprocessomblocks until the flips are re-
ceived in both directions,and then forwards
thecoinflips.

(4) Repeatsteps(2) and (3) until eachP;’s flip
goescompletelyaroundthering in bothdirec-
tions.

(5) EachP; keepsarecordof theflip valuesfrom
both directions,in 2 arraysof n bits, along

with arecordof the original flip.

(6) If thearraysdo notagree or thelastvaluere-
ceived in eitherdirectionis not the one sent
out, thenfailur e dueto faulty processariniti-

ateandsenda fault messagén eachdirection.

In casethereareno faults,denotethe number
of headsby ng, the numberof tails by ny.
Thenonehasng +nr =n,0 < ng,nr < n.

()

(8) If a fault messageomesin eitherdirection,
thenforward oncein the samedirection. Do
not senda fault messagéo a processowhich

hasalreadysentafaultmessage.

Thecoinflip algorithmbelow reliesonly onthenum-
ber of headsor tails, while the subsetalgorithmpro-
ducesa subsedf thesetof active processors.

Coin Flip Algorithm (F). All processoragree
onasinglecoinflip. Requires: > 4 (n > 3 if there
is anagreedclockwisedirectionin thering).

(1) PerformtheBasicAlgorithm (B).

(2) If ny is oddthenagreeon HelseagreeonT.




SubsetAlgorithm (S). All processoraigreeon
a subsebf them “active” processorslnactie pro-
cessorscontinueto participatein the Basic Algo-
rithm (B) andthe Coin Flip Algorithm (F). Good
for any m > 2. Inputto the algorithmis an array
of n bits, with m of themsetto 1, shaving which
processorareactve.
(1) Perform the Basic Algorithm (B), and all
agreeon which of mp active processorgot
H andwhich of m active processorgiot T,
m =mpyg+mr,andd < mg,mr < m. (The
inactive processorproducdlips, eventhough
thevalueof theflip is notused.Usetheinput
bit arrayto filter outtheinactive processors.)

(2) If mg = m ormy = m thenletthesubsebe
all m processorsandterminatethe algorithm.

(3) Otherwisesetr = mpy/m,0 <r < 1.

(4) Invoke the Coin Flip Algorithm (F) repeat-
edly (using all processorspot just the “ac-
tive” ones)to producebits of a randomreal
numbert until it is clearwhethert < r or
r < t. (Produceits0.b1b2bs . . . b; until either
0.b1bs... bj > ror0.byby... bjlll... <r)

(5) If t < r thenletthesubsebethosewhochose
Helseif ¢ > r thenletthesubsebethosewho
choserT.

Leader Election Algorithm (L). A ring of pro-
cessorelectaleader Goodfor n > 4.
() Initially let all processorbeactive.

(2) Invoke the Subset®lgorithm (S) repeatedIyo
producesuccessie subsetf the setof ac-
tive processorantil thereis only one active
processofor only two adjacentctive proces-
sors).

(3) To preventa possiblestalematén the caseof
two adjacenprocessorghe Subseflgorithm
mustbe modifiedso that theseprocessorsio
not sendtheir initial flips to eachother but
only sendthemaroundthering.

3. Typesof Faults.

A singlefaulty processomight do somethingn-
correctatarny stepof ary algorithmor might halt and

refuseto continue.An exhaustvelist of faultsthatcan
occurfollows:

Type DF, DeterministicFlip: At the startof ary
round, wait until flips from both directionsare re-
ceived andthenchooseH or T deterministically (In
the caseof a ring with an agreedupon clockwisedi-
rection,wait until aflip from the clockwisedirection
is recevedandthenchooseH or T deterministically)

Type IM, Initiate InconsistentMessage: At the
startof any round, sendH oneway and T the other
way.

Type CM, Chang Message: At ary pointin the
protocol,forward T whenH is receved or eventually
receved,andvice-versa.Thisincludesthe possibility
of sendingH (determinedrandomlyor deterministi-
cally) beforereceiptof T (andvice-versa).

Type BR, Broken Ring: In either direction (or
both directions),fail to initiate a messageor fail to
forward a message Messagesn the otherdirection
arethenalsoblockedat this processqgrasrequiredby
thealgorithm.

Type FM, Fault Message: Initiate afaultmessage
whenno fault hasoccurred.For example,a processor
might do this if it wasnot hapgy aboutthe way the
leaderelectionwasgoing.

Type NF, No Fault messge: Fail to initiate afault
message&vhenafaulthasoccurred.

Type SP, SimulateProcessor:Several processors
cooperateo simulatethe existenceof a whole ring
section.

Type SM, StaleMate:In caseonly two adjacent
processorsemainactive, useType DF faultsto force
an endlesssequencef the selectionof both proces-
sorsasthe new setof active processors.

We may have up to a connectedsggment of
|n/2] — 1 cooperatingfaulty processors.Postanal-
ysis outsidethering will oftentracea faultto oneof
two processor®n the ring, sincemary faultswould
showv up asa disagreemenaboutwhat was sentand
whatwasreceved. (A communicationdink faultthat
altersamessage&vould look thesame.)

If a faulty processoiinitiates and sendsa fault



messag@ onedirectionwhentherehasbeennofault
(Type FM), this might resultin no informationabout
who initiated the fault message.The bestone could
dois to keeptime stamp=of fault messageeceiptfor
postanalysis.

In caseof noncooperatingaulty processorsal-
mostary fault (exceptType DF) would bedetected.

4. Results.

THEOREM 1. Supposehe Coin Flip Algorithm
(F) is carried out with at mosta connectedsegment
of |n/2]| — 1 coopeantingfaulty processocs.

(a) In the presenceof Type DF faults, the algo-
rithm producesan unbiasedH or T for n > 4 (for
n > 3 if thereis an agreeduponclockwisedirection).

(b) In thepresencef faultsof TypesiM, CM, FM,
or NF there is a guaranteethat every non-faultypro-
cessoron the main sggmentwill receivea fault mes-

sage.

(c) Type SPfaults are eliminatedsinceead pro-
cessorknowsthe ring size while Type BR faults re-
quire that there be somemaximumallowedresponse
time

THEOREM 2. Suppose. is knownto all proces-
sors. Supposeéhere is at mosta connectedseggment
of [n/2] — 1 coopeating faulty processos. Perform
the LeaderElectionAlgorithm (L) to attemptto elect
aleader

(a) In the presenceof Type DF, consistentSR
or SM faults, the algorithm will successfullyelecta
leader Each non-faultyprocessohasprobability 1 /7
of beingelectedeader andthefaulty processoscan-
notalter any of theseprobabilities.

(b) In a ring with a maximumallowed response
timein which n is knownto all processas, it is guar-
anteedthat eitheran unbiasedeaderelectionoccurs
or afault messgeis receivedy thewholeconnected
segmentof non-faultyprocessos.

THEOREM 3. TheLeaderElectionAlgorithm (L)
concludesn O(logn) roundsontheaverage. Thebit
compleity is O(n? logn) ontheaverage.

In fact, simulationsshav thatthe numberof sub-

setstaken is easily boundedabove by [log, n] + 2,
andeachsubseinvolvesat most3 coinflip rounds.

5. Outlines of Proofs.

It is easyto seethatin the absenceof faultsthe
Coin Flip Algorithm (F) producesan unbiasedflip.
Supposeone hasa sggmentof up to [n/2| — 1 co-
operatingfaulty processors(Justthe two faulty pro-
cessorsat the sgmentendscould simulatethe whole
segment.) In this case,beforeary of the faulty pro-
cessorsseethe innermostflip on the non-faulty seg-
ment,they mustall agreeon aconsistentollectionof
flips, or facean eventualfault messageThusat least
this innermostflip is independenbf all other flips.
Any deterministicflips of the faulty processorawill
be combinedaterwith this unbiasedlip, to produce
anoverallunbiased+ T outcome.

Let f(m) denotethe probabilitythata givennode
in asubsebf sizem will eventuallybe electedeader
(1 < m < n). Wewishto show that f(m) = 1/m.
Supposeatthenext stagewe choosesubset®f sizesk
andm —k (1 < k < m). Supposeheprobabilitythat
our givennodeis in thesubsebf sizek isp, 0 < p <
1, say and1 — p thatit is in the subsebf sizem — k.
If it is in the subsetf sizek, thenits probability of
leaderelectionis £ - f(k), wherethe £ factorcomes
from stepq3)—(5) of the SubsetAlgorithm. Then

fm) = g+ 0 -p) "R )
= p.%.%_‘_(l_p).mT_k.ﬁ
1
L

by completeinduction. It is interestingthatthe algo-
rithm works no matterhow the successie subsetsare
determinedaslongasonedoesnotkeepselectinghe
wholeactive set.

The Subset Algorithm (S) will terminate in
slightly lessthanthreecoin flips on the averagesince
step(4) of it will involve oneflip half the time, two
flips a quarterof thetime, threeflips an eighthof the
time, andsoforth. Thusthe expectechumberof flips
in step(4) will be

1 2 3

oS =2
R

Step(4) ensureghatthe two complementangubsets



eachhasprobabilityof selectiorequalto theirrelative
sizes.

The LeaderElectionAlgorithm (L) will halvethe
sizeof the active subsebn the averageat eachstage,
soit will requireO(logn) coinflips or rounds.

6. Conclusions.

We have presented simpleleaderelectionalgo-
rithm in a bi-directionalasynchronousing. The al-
gorithmwould be practicalto implementanduse. It
is completelyfault-detectingn the sensethat a con-
nectedsegmentof upto |n/2| — 1 faulty cooperating
processorgying to alteror disruptthealgorithmhave
only two choices: (1) allow eachof the non-faulty
processorsnthecomplementargegmentprobability
1/n of beingelectedeader(n = ringsize),or (2) face
thefactthateachnon-faulty processoonthe sggment
will receve a fault message.The bit compleity is
muchgreateithanmethodsvhichdonotdetectfaults,
but the elapsedime (= numberof rounds)is of the
sameorder
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Appendix.
Samplecodefor the BasicAlgorithm (B).

const n = 25; (* the ring size *)
type Message = (Heads, Tails, Fault);
Bits = array[0..n — 1] of Heads..Tails;
function B (var R, L: Bits): boolean;
var PT :0.n—1;
Flip: Heads..Tails;
Faulty: Boolean;
begin
Flip + TrueRandomFlip();
RI[0] < Flip; L[0] < Flip;
for PT + 0ton—1do
parallelbegin (* if done sequentially,
must do sends first
to avoid deadlock *)
SendRight(R[(n — PT) mod n));
SendLeft(L[PT]);
ReceiveFromLeft(R[n — PT — 1]);
ReceiveFromRight(L[(PT + 1) mod n))
parallelend; (* last receives overwrite
Oth table entries *)
Faulty + (Flip # R[0]) or (Flip # L|[0));
for PT + 0Oton—1do
if R[PT] # L[PT] then Faulty + true;
B + Faulty;
end; (* B *)
(* Note: In case of a fault, send a fault
message in each direction. *)



